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1. Introduction

Broadband wireless delivery of video streaming for IPTV is under active investigation, though this environment is challenging due to signal noise and interference, leading to error bursts. In the time division duplex (TDD) form of multiplexing favored by broadband wireless access networks such as IEEE 802.16e (mobile WiMAX) [10], Automatic Repeat reQuests (ARQs) come almost for free by virtue of the return subframe. Therefore, a form of type-1 hybrid ARQ is possible. To achieve this, the paper introduces an adaptive variant of rateless channel coding which utilizes such retransmissions. To avoid the long start-up delays that can arise from packet erasure correction, error correction in the proposed protection scheme is at the byte level. However, byte-level channel coding is powerless against packet drops, as obviously a packet can be lost through buffer overflow before forward error correction (FEC) can be applied. Outright packet drops on the channel can also occur, for example if the signal strength fails to reach a desired receiver threshold. Therefore, further protection is required, which in this paper is provided by duplicate video packets. The paper tests the effectiveness of different levels of duplication according to the source coding scheme used.

We have also employed video data-partitioning [19] which is a form of error-resilient source coding in which the compressed video data are reorganized according to decoding priority. In an H.264/AVC (Advanced Video Coding) codec [35], the data are partitioned between packets rather than re-ordered within a packet (refer to Section 2 for details). In particular, motion vectors (MVs) are packed into a partition-A slice packet, allowing error concealment to reconstruct missing partition-C slices containing texture data (quantized transform coefficient residuals). One advantage of this arrangement is that, as partition-A
packets can be relatively smaller than the other packets (according to the compression ratio) then these packets are less likely to be corrupted by channel noise or dropped at buffers.

It is also possible to use redundant picture slices [27] rather than duplicate slices. Redundant picture slices employ a higher quantization parameter (QP) and, hence, coarser quantization than the original slices. However, to use redundant picture slices would cause additional drift between the encoder and the decoder, if (say) a partition-A packet was matched with a partition-C packet’s data with a different QP. Besides, there is an implementation issue. Though both redundant slices and data-partitioned slices co-exist in the Extended profile, they are not jointly implemented in the JM implementation of H.264/AVC [31] and, in fact, appear to not to be implemented at all in most other software codec implementations such as QuickTime, Nero, and LEAD randomly to name a few. However, it is possible with data-partitioning through repeated runs of the encoder to create a duplicate stream of all partition-A slice packets or a duplicate stream consisting of partition-A and partition-B packets or, indeed, a replica of the original stream. Unequal error protection (UEP) is also associated with data partitioning, for example by means of hierarchical modulation in [4]. Nevertheless, the combined congestion and channel error protection in the proposed scheme negates the need for UEP and Equal Error Protection (EEP) is employed instead.

The feasibility of video streaming for broadband access has been established [11] by means of a live WiMAX testbed. However, that study [11] concentrated on varying the configuration parameters and used UDP-transported streams, seemingly without congestion or error control. Other work in [18] was primarily concerned with combining true- and near-video-on-demand, providing a solution to how content should be allocated between the two services. In [9], adaptive multicast streaming was proposed using the
Scalable Video Coding (SVC) extension for H.264. Fixed WiMAX channel conditions were monitored in order to vary the bitrate accordingly. Unfortunately, the subsequent decision of the JVT standardization body for H.264/AVC not to support fine-grained scalability (FGS) implies that it will be harder to respond to channel volatility. Other work has also investigated combining scalable video, with multi-connections in [14] and in comparison with H.264/AVC in [5]. However, the data-dependencies between layers in H.264/SVC medium grained scalability are a concern, as, unlike in FGS, enhancement layer packets may successfully arrive but be unable to be reconstructed if key pictures also fail to arrive. Instead, data-partitioning in this paper can be viewed as a simplified form of SNR or quality layering [24] which can be protected against congestion drops through duplicate slices. Temporal scalability is avoided because of its impact on media synchronization, especially lip synchronization.

There remains the problem of channel errors, which in this paper are guarded against in two ways. Firstly, to reduce temporal error propagation in H.264/AVC it is possible to place intra-refresh macroblocks (MBs) amongst the normally inter-coded MBs of P-pictures. These MBs are placed with naturally encoded inter-coded MBs within partition-B slices. We have investigated the correct way to provision intra-refresh MBs. Because such intra-coded MBs are not as efficient to code as when predictive inter-coding is applied, the maximum level of intra-refresh MBs should be assessed to avoid excess overhead.

Secondly, a more important form of protection is the use of application-layer FEC, which in this paper is through rateless channel coding [23]. Raptor coding [29] in particular is a systematic variety of rateless code that does not share the high error floors [25] of prior rateless codes. It also has O(n) decoding computational complexity. A point to note is that rateless codes are a probabilistic channel code in the sense that reconstruction is not
guaranteed. Because Raptor coding is indeed rateless, it is possible to adaptively vary the amount of redundant data according to an estimate of the channel conditions. It is also possible to piggyback additionally generated redundant data if the estimate is insufficient to allow reconstruction of the packet or the belief propagation decoding algorithm fails to run to completion. However, further details are reserved for Section 4.

We have investigated video streaming in the context of IPTV. IPTV services include live TV program-on-demand, which can be ‘start-again’ TV, as well as ‘catch-up’ TV [7], both of which require unicast streaming. Video-on-demand can also be provided as a part of an IPTV service. However, if this form of IPTV is to be extended to mobile devices then wireless access [36] presents a challenging environment for video streaming, especially if sport scenes are streamed, as these often contain rapid motion, leading to high temporal coding complexity. Error bursts can disrupt the fragile compressed bitstream (because of predictive coding dependencies), while error control should not increase end-to-end latency because of display and decode deadlines. However, as intelligent content management of IPTV moves popular material nearer to the end-user [34], it becomes feasible to combine application-layer channel coding with retransmission of additional redundant data without incurring prohibitive delays to real-time video display.

The remainder of this paper is organized as follows. Section 2 discusses the two forms of error resilience source coding employed in the proposed protection scheme. The following Section briefly introduces rateless channel coding. Section 4 discusses the protection schemes active features: channel coding adaptation, retransmission requests, and slice duplication. Section 5 describes the simulation configuration used to evaluate the scheme. Section 6 provides results according to duplicate packet and intra-refresh provision. Finally, Section 7 draws some conclusions.
2. **Error resilience measures**

This Section describes the two source coding error resilience measures used to protect the data before channel coding.

2.1 *Data-partitioning*

The H.264/AVC codec conceptually separates the Video Coding Layer (VCL) from the Network Abstraction Layer (NAL). The VCL specifies the core compression features, while the NAL supports delivery over various types of network. In a communication channel, the quality-of-service is affected by the two parameters of bandwidth and the probability of error. Therefore, as well as video compression efficiency, which is provided for through the VCL layer, adaptation to communication channels should be carefully considered. The concept of the NAL, together with the error-resilience features in H.264/AVC, allows communication over a variety of different channels. Table 1 is a summarized list of different NAL unit types. NAL units 1 to 5 contain different VCL data that will be described later. NAL units 6 to 12 are non-VCL units containing additional information such as parameter sets and supplemental information.

Each frame in H.264/AVC can be divided into several slices; each of which contains a flexible number of MBs. Variable Length Coding (VLC) that is entropy coding of the compressed data takes place as the final stage of the hybrid codec. In H.264/AVC, arithmetic coding replaced other forms of entropy coding in earlier codecs. In each slice, the arithmetic coder is aligned and its predictions are reset. Hence, every slice in the frame is independently decodable. Therefore, slices can be considered as points of decoder resynchronization that prevent error propagation to the entire picture. Each slice is placed within a separate NAL unit (see Table 1). The slices of an Instantaneous
Decoder Refresh- (IDR-)\(^1\) or I-picture (i.e. a picture with all intra slices) are located in type 5 NAL units, while those belonging to a non-IDR or I-picture (P- or B-pictures) are placed in NAL units of type 1, and in types 2 to 4 when data-partitioning mode is active, as now explained.

In type 1 and type 5 NALs, MB addresses, MVs and the transform coefficients of the blocks, are packed into the packet, in the order they are generated by the encoder. In Type 5, all parts of the compressed bitstream are equally important, while in type 1, the MB addresses and MVs are much more important than the (integer-valued) Discrete Cosine Transform (DCT) coefficients. In the event of errors in that type of packet, the fact that symbols appearing earlier in the bit-stream suffer less from errors than those which come later\(^2\) means that bringing the more important parts of the video data (such as headers and MVs) ahead of the less important data or separating the more important data altogether for better protection against errors can significantly reduce channel errors. In the standard video codecs, this practice is known as data partitioning.

However, in H.264/AVC when data partitioning is enabled, every slice is divided into three separate partitions and each partition is located in either of type-2 to type-4 NAL units, as listed in Table 1. A NAL unit of type 2, also known as partition A, comprises the most important information of the compressed video bit stream of P- and B-pictures, including the MB addresses, MVs, and essential headers. If any MBs in these pictures are intra-coded, their DCT coefficients are packed into the type-3 NAL unit, also known as

---

1 An IDR picture is confusedly equivalent to an I-picture in previous standards. An I-picture in H.264/AVC allows predictive references beyond the boundary of a GOP.

2 Because of the cumulative effect of VLC, symbols nearer the slice synchronization marker suffer less from errors than those that appear later in a bitstream.
partition-B. Type 4 NAL, also known as partition-C, carries the DCT coefficients of the motion-compensated inter-picture coded MBs.

In the context of H.264/AVC data-partitioning, it should be pointed out that though partition-A is independent of partitions B and C, constrained intra prediction should be set [24] to make partition-B independent of partition-C. However, partition-C cannot be made independent of partition-B if the Context-Adaptive Variable Length Coding (CAVLC) option is set. As data-partitioning is currently only enabled in the H.264/AVC Extended profile, whereas the alternative Context Adaptive Binary Arithmetic Coding (CABAC) option is not available in the Extended profile, it seems that partition-C is inevitably dependent on partition-B.

2.2 Intra-refresh macroblocks

In the proposed robust scheme, an issue is how to protect against the temporal error propagation that can occur whenever predictively-coded P-frames are lost. A traditional way to do this is to insert periodic, intra-coded I-frames, usually every 12 or 15 frames that is every half-second according to frame rate. The spatially-encoded macroblocks (MBs) of the I-frame halt any temporal error propagation and act as anchor points for a future set of frames. Unfortunately, the insertion of I-frames leads to sudden data transmission increases due to the coding inefficiency of spatial referencing. It can also lead to buffering delays as the multiple packets associated with I-frames are formed and transmitted. Therefore, distributed insertion of intra-refresh MBs is an alternative. In the JM codec implementation of the H/264/AVC standard, two main methods of distributed insertion are available: either random placement of IR MBs within each frame; or placing a line of intra-refresh MBs within each P-frame on a cyclic basis.
In the latter forced intra-refresh method, the line size can be increased to a region or slice [32] in order to control the rate that the total picture area is refreshed. Against this suggestion must be balanced the overhead from including a complete line or region of MBs, as such MBs are costly to encode. In fact, in this paper it is suggested that despite the apparent advantages of the cyclic line method, at least in respect to data-partitioned video compression, random selection of intra-refresh MBs is preferable. Random intra-refresh may on occasion select existing intra-coded MBs but it has the advantage that in the JM implementation of H.264/AVC the overhead from intra-coded MBs is readily controllable. This is because intra-refresh MBs are not the only form of intra-coded MBs, as encoders will insert such MBs when new areas of a picture are revealed, as may especially happen when there is rapid motion within a sequence. Thus, the forced intra-refresh method does not account for areas of the region that may already have been intra-coded. It also has another weakness in that future motion prediction may occur from regions of a prior picture yet to be refreshed. This defect can be remedied, possibly by restricting the range of the MVs within the refreshed region [17] or by observing the direction of motion within a sequence [28]. However, these alternatives [17] [28] add coding complexity to the intra-refresh process and may be unnecessary when processing a low-motion video sequence. Another possibility is to adaptively alter the extent of MB provision [21] according to scene content and channel conditions. This is most suited to live encoding and is not a general method.

One advantage of forced intra-refresh is that it provides a natural channel-swapping (or zapping) point at the start of each refresh cycle, just as periodic I-frames provided. In catch-up TV systems, for example the BBC’s iPlayer, such a facility is not required, as no channels are swapped. If for channel swapping, gradual decoder refresh is performed instead of periodic refresh then growing the refresh area from an isolated region is
preferable to random MB refresh, as the subjective visual effect is better. This facility was proposed to the Joint Video team developing the H.264/AVC codec [21] but is not currently implemented, perhaps because a method of signaling a switching point is the subject of a patent.

A point to note is the different way that random intra-refresh MBs are specified in the H.264/AVC JM 14.2 implementation compared to that of cyclic IR line intra update. For random intra-refresh MBs, a maximum percentage of intra-refresh can be specified, which percentage includes existing naturally encoded intra-coded MB. If the given quota of intra-refresh MB is already largely occupied by naturally-encoded intra-coded MBs, then only a small amount of extra randomly inserted MBs will be added. In contrast, if a line of intra-refresh MBs is inserted then these MBs are added in addition to those intra-coded MBs that have already been included by the encoder.

Fig. 1 is a comparison between the relative sizes of the partitions according to QP for the video clip which is employed in Section 6’s evaluation. The test sequence was Football, which is a scene with rapid movement and consequently has a high temporal coding complexity. This sequence is of a content type that quality of experience subjective testing indicates currently provides a difficult viewing experience [1] on mobile devices. Football was Variable Bit Rate (VBR) encoded with 4:2:0 chroma sub-sampling at Common Intermediate Format (CIF) (352×288 pixels/picture), with a Group-of-Pictures (GOP) structure of IPPP….. at 30 Hz, i.e. one initial I-picture followed by all predictive P-pictures. This arrangement removes the complexity of bi-predictive B-pictures at a cost in an increased bit-rate. Notice that the range of QP in H.264/AVC is 0–51 with higher values corresponding to higher compression ratios and lower quality video. From the Figure it is apparent that the partition-B’s contribution increases as the percentage of intra-refresh MBs grows, making partition-B packets more vulnerable to congestion and
channel error as a result. The size of partition-C bearing packets declines with increasing QP as a result of coarser quantization of transform coefficients.

Table 2 is a more complete comparison of the actual sizes of the partitions’ contributions according to QP for the Football sequence. From the Table, again it is apparent that, as the percentage of intra-refresh MBs is increased, the size in bytes of partition-B increases for the same QP. Because more MBs are assigned to partition-B, the size of partition-C reduces. Because of the relatively large amount of naturally intra-encoded MBs, this effect is gradual until 25% of random intra-refresh MBs is added. A point to notice is that the total size of the stream declines significantly with coarser quantization due to a higher QP. Because intra-coding is less efficient, the total sizes increase as the percentage of intra-refresh MBs is increased, making the percentage of intra-refresh MBs a significant parameter to examine in any transmission scheme.

3. Rateless channel coding

We have used rateless channel coding, specifically Raptor coding, in the protection scheme. Rateless or Fountain coding [23], of which Raptor coding [29] is a subset, is ideally suited to a binary erasure channel in which either the lower-layer error-correcting code works or the channel decoder fails and reports that it has failed to the application layer. In erasure coding, flawed data symbols may be reconstructed from a set of successfully received symbols (if sufficient of these symbols are successfully received). The class of Fountain codes allows a continual stream of additional symbols to be generated in the event that the original symbols could not be decoded. It is the ability to easily generate new symbols that makes Fountain codes rateless. Decoding will succeed with small probability of decode failure if any of \( k(1 + \varepsilon) \) symbols are successfully received, where \( k \) is the number of source symbols and \( \varepsilon \) is a low percentage of coding
overhead. For example, in [2] for rateless coding of Internet video streams that overhead was 5%. In its simplest form, the symbols are combined in an exclusive OR (XOR) operation according to the order specified by a randomized, low-density generator matrix and, in this case, the probability of decoder failure is $\hat{\nu} = 2^{-ke}$, which for large $k$ approaches the Shannon limit. The random sequence must be known to the receiver but this is easily achieved through knowledge of the sequence seed.

In general, encoding of rateless codes is accomplished as follows: Choose $d_i$ randomly from some distribution of degrees, where $\rho_{di} = Pr[\text{degree } d_i]$; $Pr$ is the probability of a given event. Choose $d_i$ random information symbols $R_i$ among the $k$ information symbols. These $R_i$ symbols are then XORed together to produce a new composite symbol, which forms one symbol of the transmitted packet. Thus, if the symbols are bytes then all of the $R_i$ byte’s bits are XORed with all of the bits of the other randomly selected bytes in turn.

It is not necessary to specify the random degree or the random symbols chosen if it is assumed that the (pseudo-)random number generators of sender and receiver are synchronized.

Symbols are processed at the decoder as follows. If a symbol arrives with degree greater than one it is buffered. If a clean symbol arrives with degree one then it is XORed with all symbols in which it was used in the encoding process. This reduces the degree of each of the symbols to which the degree-one symbol is applied. When a symbol is eventually reduced to degree one, it too can be used in the decoding process. Notice that a degree-one symbol is a symbol for which no XORing has taken place. Notice also that for packet erasure channels a clean degree-one symbol (a packet) is easily established as such. For byte-erasures the physical layer FEC can be reasonable expected to isolate clean symbols or blocks of clean symbols.
In the decoding process, the robust Soliton distribution [23] is employed as the degree distribution, as this produces degree-one symbols at a convenient rate for decoding. It also avoids isolated symbols that are not used elsewhere. Two tuneable parameters \( c \) and \( \delta \) serve to form the expected number of useable degree one symbols. Set

\[
S = c \ln \left( \frac{k}{\delta} \right)^{\sqrt{k}}
\]

where \( c \) is a constant close to 1 and \( \delta \) is a bound on the probability that decoding fails to complete. Now define

\[
\tau(d) = \frac{S}{k} \frac{1}{d} \quad \text{for } d = 1, 2, \ldots, (k/S) - 1
\]

\[
= \frac{S}{k} \ln \left( \frac{S}{\delta} \right) \quad \text{for } d = k/S
\]

\[
= 0 \quad \text{for } d > k/S
\]

as an auxiliary positive-valued function to give the robust Soliton distribution:

\[
\mu(d) = \frac{\rho(d) + \tau(d)}{z}
\]

where \( z \) normalizes the probability distribution to unity and is given by:

\[
z = \sum_d (\rho(d) + \tau(d)).
\]

Then, in order to model Raptor coding, we employed the following statistical model [22]:

\[
P_f(m,k) = \begin{cases} 
1 & \text{if } m < k, \\
0.85 \times 0.567^{m-k} & \text{if } m \geq k,
\end{cases}
\]

where \( P_f(m,k) \) is the failure probability of the code with \( k \) source symbols if \( m \) symbols have been received. Notice that the authors of [22] remark and show that for \( k > 200 \) the model almost perfectly models the performance of the code. In the protection scheme, the symbol size was set to bytes within a packet. Clearly, if instead 200 packets are
accumulated before the rateless decoder can be applied (or at least equation (5) is relevant) there is a penalty in start-up delay for the video stream and a cost in providing sufficient buffering at the mobile stations.

4. Protection scheme

This Section establishes the protection scheme in the context of WiMAX wireless access.

4.1 Packetization

To try to ensure corrupted packets are reconstructed if the original estimated redundant data is insufficient for reconstruction, the IPTV scheme works by retransmitting piggybacked redundant data. To reduce latency, the number of such retransmissions, after an ARQ over the uplink, was limited to one. The application-layer receives only clean symbols (bytes) from any corrupted packets. This latter function is performed by PHYsical-layer FEC which passes up correctly received blocks of data (through a Cyclic Redundancy Check (CRC)) but suppresses erroneous data. Thus, in IEEE 802.16e [3], a binary, non-recursive convolutional encoder with a constraint length of 7 and a native coding rate of 1/2 operates at the physical layer. Upon receipt of the correctly received data, decoding of the information symbols is attempted, which will fail with a probability given by (5) for $k > 200$.

Fig. 2 shows the general format of a WiMAX packet, with an optional CRC that could be used to check successful reconstruction or not of the packet after application of the rateless code (assuming cross-layer access to the MAC CRC). Fig. 3 shows how ARQ triggered retransmissions work. In the Figure, the payload of packet X is corrupted to such an extent that it cannot be reconstructed. Therefore, in packet X+1 some extra redundant data is included up to the level that decode failure is no longer practically certain. If the extra redundant data is insufficient to reconstruct the original packet’s
payload, the packet is simply dropped. Otherwise, of course, it is passed to the H.264/AVC decoder.

4.2 Adaptation

The instantaneous probability of byte loss, $BL$ (taken from a probability distribution with mean $BL_{\text{mean}}$) is used to calculate the amount of redundant data adaptively added to the payload. The details of how $BL$ is found are given in Section 5.2. If the original packet length is $L$, then the redundant data is given simply by

$$R = L \times BL + (L \times BL^2) + (L \times BL^3) + \ldots$$

$$= \frac{L}{1 - BL} - L,$$

which adds successively smaller additions of redundant data, based on taking the previous amount of redundant data multiplied by $BL$.

If it turns out that the packet cannot be reconstructed, despite the provision of redundant data, then additional redundant data are added to the next packet (Extra redundant data in Fig. 3).

It is implied from (5) that if less than $k$ symbols (bytes) in the payload are successfully received then a further $k - m + e$ extra redundant bytes can be sent to reduce the risk of failure. In the evaluation tests, $e$ was set to four, resulting in a risk of failure of 8.7% (from (5)) in reconstructing the original packet if the extra redundant data successfully arrives. This reduced risk arises because of the exponential decay of the risk that is evident from equation (5).

4.3 Slice duplication

In the protection scheme, one or more of the data-partitions is duplicated so that dropped packets can be replaced. During bursts it is possible that a packet and its duplicate replacement are both affected by channel noise. Thus, extra redundant data are
transmitted in an attempt to reconstruct the packet for the least affected of the two packets (the original and copy).

Rather than duplicating packets, as mentioned in Section 1, it is possible to send a reduced-quality version of a slice, which in H.264/AVC is referred to as a redundant picture slice [37]. However, employing a coarser quantization than in the main stream, can lead to drift between the encoder and decoder, as the encoder never knows which version of the slice has been decoded. Besides, replacing one partition with a redundant slice with a different QP to the other partitions would not even permit reconstruction. It should, however, be noted that in some circumstances, employing redundant picture slices is acceptable. For example, in [26] for an ad hoc network with routing path diversity, redundant picture slices were sent across one of the routes, as a guard against loss of packets in another route.

A possibility [37] is to use correctly-received reference pictures for reconstruction of redundant pictures rather than the reference pictures used by primary pictures. The decoder is able to select from a set of potential replacement redundant pictures according to the possibility of correct reconstruction. Alternatively, in [8], MBs were selected for their relative impact on reconstruction and placed within FMO slices, at some increase in computational complexity.

5. Simulation model

This Section discusses the simulation settings for the evaluation of the protection scheme in the following Section.

5.1 WiMAX modeling

To establish the behavior of rateless coding under WiMAX the well-known ns-2 simulator was augmented with a module from the Chang Gung University, Taiwan [33] that has proved an effective way of modeling IEEE 802.16e’s behavior.
To evaluate the scheme, transmission over WiMAX was carefully modeled. The PHY layer settings selected for WiMAX simulation are given in Table 3. The antenna heights are typical ones taken from the standard [10]. The antenna is modeled for comparison purposes as a half-wavelength dipole, whereas a sectored set of antenna on a mast might be used in practice to achieve directivity and, hence, better performance. The IEEE 802.16 TDD frame length was set to 5 ms, as only this value is supported in the WiMAX forum simplification of the standard [30]. The data rate results from the use of one of the mandatory coding modes [10] for a TDD downlink/uplink sub-frame ratio of 3:1. The WiMAX base station (BS) was assigned more bandwidth capacity than the uplink to allow the BS to respond to multiple mobile subscriber stations (SSs). Thus, the parameter settings in Table 3, such as the modulation type and physical-layer coding rate, are required to achieve a data-rate of 10.67 Mbps over the downlink.

In order to introduce sources of traffic congestion, an always available FTP source was introduced with TCP transport to a second SS. Likewise, a CBR source with packet size of 1000 B and inter-packet gap of 0.03 s was also downloaded to a third SS. While the CBR and FTP traffic occupies WiMAX’s non-rtPS (non-real-time polling service) queue, rather than the rtPS queue, they still contribute to packet drops in the rtPS queue for the video, if the packet rtPS buffer is already full or nearly full, while the nrtPS queue is being serviced. Sender buffer sizes were set to fifty packets (WiMAX MAC Protocol Data Units (PDUs) [3]), as is normal to reduce buffer waiting time and reduce energy consumption at the SSs. For clarity of interpretation of the results, this paper does not model horizontal handovers, though it should be noted these are a real possibility that can disrupt video streams, and in [6] there is a proposal to speed-up connection set-up in WiMAX handovers. Related work on efficient key exchange during mobile roaming can be found in [15].
5.2 Channel model

A two-state Gilbert-Elliott channel model [38] was used in the physical layer of the simulation to simulate the channel model for WiMAX. To model the effect of slow fading at the packet-level, the $P_{GG}$ (probability of being in a good state) was set to 0.95, $P_{BB}$ (probability of being in a bad state) = 0.96, $P_G$ (probability of packet loss in a good state) = 0.02 and $P_B$ (probability of packet loss in a bad state) = 0.01 for the Gilbert-Elliott parameters. Additionally, it is still possible for a packet not to be dropped in the channel but, nonetheless to be corrupted through the effect of fast fading (or other sources of noise and interference). This byte-level corruption was modeled by a second Gilbert-Elliott model, with the same parameters (applied at the byte level) as that of the packet-level model except that $P_B$ (probability of byte loss) was increased to 0.165. The Gilbert-Elliott scheme, though it is simple, has been widely adopted [13], as it is thought to realistically model the error bursts that are apparent to the application layer and, more significantly, can be particularly damaging to compressed video streams, because of the predictive nature of source coding. Therefore, the impact of error bursts should be assessed [20] in video streaming applications.

In the adaptive scheme, the probability of channel byte loss serves to predict the amount of redundant data to be added to the payload. If $P_{GB}$ and $P_{BG}$ are the probabilities of going from good to bad state and from going from bad to good state respectively, then

\[
\pi_G = \frac{P_{BG}}{P_{BG} + P_{GB}} \tag{7}
\]

\[
\pi_B = \frac{P_{GB}}{P_{BG} + P_{GB}} \tag{8}
\]

are the steady state probabilities of being in the good and bad states. Consequently, the mean probability of channel corruption is given by

\[
BL_{\text{mean}} = P_G \cdot \pi_G + P_B \cdot \pi_B \tag{9}
\]

that is the mean of a Uniform distribution in this case.
The WiMAX standard specifies that a station should provide channel measurements that can form a basis for channel quality estimates. These are either Received Signal Strength Indicators or may be Carrier-to-Noise-and-Interference Ratio measurements made over modulated carrier preambles. In a simulation, assuming perfect channel knowledge of the channel conditions when the original packet was transmitted establishes an upper bound beyond which the performance of the adaptive scheme cannot improve. However, we have included measurement noise to test the robustness of the scheme. Measurement noise was modelled as a zero-mean Gaussian (normal) distribution and added up to a given percentage to the packet loss probability estimate.

5.3 Video configuration

The Football video sequence with was also employed for the WiMAX downlink tests. As a GOP structure of IPPP... was employed, it is necessary to protect against error propagation in the event of inter-coded P-picture slices being lost. By default, to ensure higher quality video, 5% intra-coded MBs (randomly placed) were included in each frame (apart for the first I-picture) to act as anchor points in the event of slice loss. The JM 14.2 version of the H.264/AVC codec software was employed, with the Evalvid framework [16] used to reconstruct sequences, according to reported packet loss patterns from the simulator, and to assess the objective video quality (PSNR) relative to the input YUV raw video. Lost partition-C slice packets were compensated for by motion-copy error concealment at the decoder using the MVs in partition-A. From Section 2, for high- to medium-quality video, the size of partition-A is relatively smaller in length than the other two partitions and, therefore, less likely to suffer from channel error. Similarly, partition-B is generally smaller than partition-C, provided that the intra-refresh MB contribution is kept to a low percentage (as herein).
6. Evaluation

The protection scheme was evaluated for the impact of duplicate slices and the rate of intra-refresh MBs. For the former the full Gilbert-Elliott model was applied (refer to Section 5.2), while for the latter the secondary model of byte error only was applied. Three types of erroneous packets were considered: 1) packet drops at the BS sender buffer 2) packet drops through channel noise and interference, and 3) corrupted packets that were received but affected by Gilbert-Elliott channel noise to the extent that they could not be immediately reconstructed without an ARQ triggered retransmission of piggybacked redundant data. Notice that if the retransmission of additional redundant data still fails to allow the original packet to be reconstructed then the packet is simply dropped. The Raptor code equation (5) was applied to decide if a packet could be recovered, given the number of bytes that were declared to be in error.

6.1 Impact of duplicate packets

In Figs. 4 to 8, three schemes are compared, all of which adaptively include redundant data according to the description of Section 4.2. As mentioned in Section 5.2, in the mean 5% additive Gaussian measurement noise was applied to the estimate of $BL$ in (5) to make the adaptive schemes more realistic. The scheme labeled 1 slice NAL treats a picture as a single slice but creates the three data partitions (A, B, and C) described in Section 2. The scheme labeled 2 slice NAL geometrically divides each picture into two horizontal slices. Each of the two slices is split into three data partitions and as before each forms a NAL unit. Each NAL unit occupies an IP/UDP/RTP packet, which, after packetization as a MAC Service Data Unit [3], occupies a single WiMAX MAC PDU. A number of header compression schemes are available to significantly reduce the impact of the Ip/UDP/RTP overhead. The main effect of the two slice scheme is to reduce packet sizes. The scheme labeled Duplicate NAL also includes the duplicate slice packets, which
in the following Figures means redundant partition-A, -B, and -C packets (all packets replicated). The *Redundant NAL* scheme is a single slice per picture scheme and, hence, no advantage is gained from smaller packet sizes. 5% intra-refresh data were added to each picture, increasing the size of partition-B packets (refer to Fig. 1). In these Figures, the Duplicate NAL scheme extends to all partitions. This does *not* amount to a change in bitrate because the packets are simply replicated. However, the end-to-end packet delay will obviously increase because of the interleaving of the duplicate slice packets. Notice also that the number of packets sent for the two-slice scheme is the same as for the redundant slice packet scheme.

Though only a moderate percentage of one slice scheme packets (6.9%) are dropped outright, Fig. 4, from the combined effects of congestion and channel conditions, this results at QP = 20 to a PSNR of only 19.98 dB, Fig. 6, that is, it is at an unacceptable level. Unfortunately, though the percentage of packets dropped reduces (because of the smaller packet sizes), the sending quality is reduced at higher QPs, with the result that the objective quality at the receiver display remains below 25 dB, that is approximately equivalent to a poor rating in the ITU P.800’s [12] mean opinion score scale. Packet size has a significant effect, as in the two-slice scheme video quality is increased. However, reducing the packet size is still insufficient (video quality below 25 dB) when faced with the combined effect of packet drops and channel conditions, Fig. 5.

In the duplicate NAL scheme, retransmission of extra redundant data was scheduled for all corrupted packets, even if two packets duplicated each other. This is because it is not possible to know in advance whether the extra redundant data will arrive for any one of the two packets. This provision has a significant effect in improving the video quality at higher QPs. The reason is that retransmitting extra redundant data by two alternative means increases the chance that a packet can be reconstructed. Overall video quality is
approximately equivalent (above 31 dB) to the ITU P.800 ‘good’ category at the higher QPs illustrated.

At lower QPs for the duplicate NAL scheme, higher packet drop rates occur (23.1 % and 4.1%). The packet size at QP = 20 is large and the effect of sending such packets in duplication contributes to the high loss rate. Therefore, at low QP it appears that redundant slice provision is not an effective guard against packet drops. Unfortunately also, for lower QPs total end-to-end delay for both normal, Fig. 7, and corrupted packets, Fig. 8, is high and there is a possibility of interruptions to the display, i.e. freeze frame effects. The throughput of the WiMAX channel is likely to remove the risk of display interruptions at higher QP delay times.

Figs. 9 to 11 present an analysis of packet drops from packet loss alone, i.e. by application of the Gilbert-Elliot packet loss model of Section 4.2. From this analysis it is apparent that at lower QPs, packet drop numbers are distributed in inverse order of data priority. This should not be surprising as higher-priority packets (partition-A and -B packets) are smaller at lower QPs and, hence, in the mean, spend less time exposed to the channel. A surprising feature of these Figures is that in the duplicate NAL scheme at higher QPs, Fig. 11, few if any packets are dropped when traversing the channel, while at lower QPs large numbers of packets are lost through buffer overflow. Because the packet sizes are small at higher QPs, packet drops are generally less than 2% (except for QP = 30 in the one-slice NAL scheme).

Naturally it was of interest whether it was possible to employ only duplicate partition-A slice packets or only duplicate partition-A and partition-B slice packets. These two options are examined in Figs. 12 to 16. Figs. 17 and 18, perform a partition-type analysis for the number of dropped packets in the selective duplication schemes and equally show that higher-priority data packets benefit from size-dependent packet losses. However,
though other performance metrics are favorable, and though duplication of both partition-A and partition-B slice packets is preferable, results show that in this scenario for the *Football* video sequence, duplicate protection of partition-C is also necessary to reconstruct the stream to a satisfactory quality. We attribute this to the high motion present in the *Football* reference sequence, as this implies that succeeding frames may be very different. As a result, error concealment by motion vectors alone may be insufficient.

6.2 *Impact of intra-refresh macroblock provision*

Figs. 19 to 21 show the result of retaining the ‘duplicate NAL’ scheme of Figs. 4 to 6 but varying the provision of intra-refresh MBs. Increasing the provision of intra-refresh MB above 5% to 6% and higher in the case of MB line intra update, increases the throughput and, hence, the bandwidth requirements in respect to co-existing traffic. 6% rather than 5% MB refresh is chosen because without naturally encoded intra-refresh MBs, then one line of MBs corresponds to about 6% of a CIF picture. From the PSNR results it can be seen that reducing the intra-refresh MB percentage to 2% actually improves the PSNR at QPs 30 and 35. The main effect of reducing the percentage of intra-refresh MBs is that the size of partition-B-bearing packets is reduced. In turn, this makes these packets less likely to be affected by channel conditions, especially burst errors arising from the simulated Gilbert-Elliott model.

7. *Conclusion*

Though a form of hybrid ARQ has been applied in this paper and though an advanced form of packetization (data-partitioning) was combined with adaptive rateless coding, it is still very possible that unacceptable video quality can occur when streaming over a broadband wireless channel. This is particularly so if there is high motion in the streamed video, which unfortunately includes many sports sequences. Therefore, duplication of
the stream seems very necessary in harsh channel conditions, though if the channel estimation indicates that conditions are benign, then the duplicate stream can simply be turned off. The careful choice of quantization parameter for VBR video is necessary, as too low a choice will result in large packets that are prone to loss or corruption in one of several ways. A low level of intra-refresh provision is adequate and the low level results in reduced risk of packet loss. The adaptive scheme presented can be turned around in that instead of repairing lower priority data packets, these packets can be discarded if channel conditions do not merit retransmission.
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Table 1. NAL unit types

<table>
<thead>
<tr>
<th>NAL unit type</th>
<th>Class</th>
<th>Content of NAL unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>Unspecified</td>
</tr>
<tr>
<td>1</td>
<td>VCL</td>
<td>Coded slice</td>
</tr>
<tr>
<td>2</td>
<td>VCL</td>
<td>Coded slice partition A</td>
</tr>
<tr>
<td>3</td>
<td>VCL</td>
<td>Coded slice partition B</td>
</tr>
<tr>
<td>4</td>
<td>VCL</td>
<td>Coded slice partition C</td>
</tr>
<tr>
<td>5</td>
<td>VCL</td>
<td>Coded slice of an IDR picture</td>
</tr>
<tr>
<td>6-12</td>
<td>Non-VCL</td>
<td>Suppl. info., Parameter sets, etc.</td>
</tr>
<tr>
<td>13-23</td>
<td>-</td>
<td>Reserved</td>
</tr>
<tr>
<td>24-31</td>
<td>-</td>
<td>Unspecified</td>
</tr>
</tbody>
</table>

Table 2. Size of different data partitions’ contribution in byte, as a mean over Football’s frames at various QP for various levels of intra-refresh MBs.

<table>
<thead>
<tr>
<th>QP</th>
<th>2% Intra-refresh MB</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>1842</td>
<td>2678</td>
<td>3889</td>
</tr>
<tr>
<td>25</td>
<td>1687</td>
<td>1697</td>
<td>2533</td>
</tr>
<tr>
<td>30</td>
<td>1459</td>
<td>1047</td>
<td>1496</td>
</tr>
<tr>
<td>35</td>
<td>1117</td>
<td>572</td>
<td>688</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8409</td>
<td>5917</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QP</th>
<th>5% Intra refresh MB</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>1845</td>
<td>2767</td>
<td>3867</td>
</tr>
<tr>
<td>25</td>
<td>1690</td>
<td>1763</td>
<td>2511</td>
</tr>
<tr>
<td>30</td>
<td>1463</td>
<td>1082</td>
<td>1482</td>
</tr>
<tr>
<td>35</td>
<td>1120</td>
<td>595</td>
<td>682</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8479</td>
<td>5964</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QP</th>
<th>6% Intra-refresh MB</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>1846</td>
<td>2810</td>
<td>3850</td>
</tr>
<tr>
<td>25</td>
<td>1696</td>
<td>1793</td>
<td>2502</td>
</tr>
<tr>
<td>30</td>
<td>1467</td>
<td>1098</td>
<td>1479</td>
</tr>
<tr>
<td>35</td>
<td>1123</td>
<td>604</td>
<td>681</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8506</td>
<td>5991</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QP</th>
<th>25% Intra-refresh MB</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>1893</td>
<td>3450</td>
<td>3669</td>
</tr>
<tr>
<td>25</td>
<td>1746</td>
<td>2216</td>
<td>2379</td>
</tr>
<tr>
<td>30</td>
<td>1505</td>
<td>1346</td>
<td>1405</td>
</tr>
<tr>
<td>35</td>
<td>1146</td>
<td>729</td>
<td>646</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>9012</td>
<td>6341</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QP</th>
<th>MB Line Intra Update</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>20</td>
<td>1885</td>
<td>3385</td>
<td>3683</td>
</tr>
<tr>
<td>25</td>
<td>3683</td>
<td>2160</td>
<td>2400</td>
</tr>
<tr>
<td>30</td>
<td>1498</td>
<td>1312</td>
<td>1414</td>
</tr>
<tr>
<td>35</td>
<td>1143</td>
<td>716</td>
<td>652</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>8953</td>
<td>8243</td>
</tr>
</tbody>
</table>
Table 3. IEEE 802.16e parameter settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHY</td>
<td>OFDMA</td>
</tr>
<tr>
<td>Frequency band</td>
<td>5 GHz</td>
</tr>
<tr>
<td>Bandwidth capacity</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Duplexing mode</td>
<td>TDD</td>
</tr>
<tr>
<td>Frame length</td>
<td>5 ms</td>
</tr>
<tr>
<td>Max. packet length</td>
<td>1024 B</td>
</tr>
<tr>
<td>Raw data rate</td>
<td>10.67 Mbps</td>
</tr>
<tr>
<td>IFFT size</td>
<td>1024</td>
</tr>
<tr>
<td>Modulation</td>
<td>16-QAM 1/2</td>
</tr>
<tr>
<td>Guard band ratio</td>
<td>1/8</td>
</tr>
<tr>
<td>MS transmit power</td>
<td>245 mW</td>
</tr>
<tr>
<td>BS transmit power</td>
<td>20 W</td>
</tr>
<tr>
<td>Approx. range to SS</td>
<td>1 km</td>
</tr>
<tr>
<td>Antenna type</td>
<td>Omni-directional</td>
</tr>
<tr>
<td>Antenna gains</td>
<td>0 dBD</td>
</tr>
<tr>
<td>SS antenna height</td>
<td>1.2 m</td>
</tr>
<tr>
<td>BS antenna height</td>
<td>30 m</td>
</tr>
</tbody>
</table>

OFDMA = Orthogonal Frequency Division Multiple Access, QAM = Quadrature Amplitude Modulation, TDD = Time Division Duplex
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